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Introduction
What is Cloud Computing?

"When broken down, cloud computing is a 
specialized distributed computing model. 
Building upon the desirable characteristics of 
cluster, grid, utility, and service-oriented 
computing, cloud computing introduces a 
unique complement of features to create a new 
computing paradigm"

J. Idziorek, Exploiting Cloud Utility Models for 
Profit and Ruin, 2012
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Introduction
What is NMS?

● NMS
● Network Monitoring System
● Monitoring systems for infrastructure, servers and 

networks

● Where used?
● HPC=High-Performance Computing

– Grids

– Clusters

– Federation of Clusters

● Cloud



Introduction
What is NMS?



Overview of NMS
What are the tools?



Overview of NMS
What are the tools?

● Ganglia

”a scalable distributed monitoring system for High-Performance 
Computing (HPC) systems such as clusters and grids”

● Cacti

”a complete network graphing solution”

● Observium

”an autodiscovering network monitoring platform supporting a wide 
range of hardware platforms and operating systems including Cisco, 
Windows, Linux, HP, Juniper, Dell, FreeBSD, Brocade, Netscaler, 
NetApp and many more. Observium seeks to provide a powerful yet 
simple and intuitive interface to the health and status of your 
network”



Overview of NMS
How they work?



Overview of NMS
How they work?

● Hands-On
● exercise_setup.txt
● Check Ganglia installation
● Check Ganglia info leak



Overview of NMS
Who uses them?
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Attack Lifecycle
Attack Types on NMS

● Information Leakage
● IP Address, OS/SW/HW Details, Users, Commands
● Active/Passive Scans, Use Info Leak
● Phase: Initial Recon and Internal Recon



Attack Lifecycle
Attack Types on NMS

● Web-Application Security
● XSS, SQLi, Remote Cmd/Code Execution (RCE)
● Use Static/Dynamic Analysis, Use Vuln Analysis
● Phase: Initial Compromise/Establish Foothold



Attack Lifecycle
Attack Types on NMS

● Classic Attacks
● Buffer Overflows, Kernel Exploits
● CVEs for Old Kernels, Use Info Leak
● Phase: Escalate Privileges/Move Laterally



Attack Lifecycle
Attack Types on NMS

● Mimicry/Blended Attacks
● ResourceUsage/Communication/Process Mimicry
● Evade IDS and Anomaly Detection, Use Info Leak
● Phase: Maintain Presence



Information Leakage
Attack-Enabler

● Usernames
● Login Bruteforce
● Social Engineering Emails (e.g., phishing, drive-by)

● Social Engineering Toolkit (SET)

http://www.social-engineer.org/framework/se-tools/computer-based/social-engineer-toolkit-set/


Information Leakage
Attack-Enabler

● OS Details
● CVEs for Kernel

● NIST NVD, CVEdetails

http://www.cvedetails.com/version-list/33/47/1/Linux-Linux-Kernel.html?sha=c28b1fa24921e6b134b03e9fc878957c88b95bfb&order=3&trc=1772


Information Leakage
Attack-Enabler

● OS Details
● CVEs for Kernel

● Linux Kernel 2.6.32

http://www.cvedetails.com/version/123682/Linux-Linux-Kernel-2.6.32.html


Information Leakage
Attack-Enabler

● Commands, Resource Usage
● Mimicry and Blending Attacks

● How?
● Learn normal system status/behaviour – Xn
● When in malicious state Xm, stick as close as 

possibly to the legitimate state Xn
A(Xm) = argmin d(Xm, Xn), s.t., d(Xm, Xn) < D



Reconaissance
Types

● Active
● Tools: NMAP, AMAP, Nessus
● Pros: +/- accurate, wide range of info
● Cons: noisy, triggers IPS/IDS

● Passive
● Search dorks: Google, Shodan
● Attack: Information Leakage and non-Authorization



Reconaissance
Passive

● Google dorks – Ganglia
● intitle:"Cluster Report"
● intitle:"Grid Report"
● intitle:"Node View"
● intitle:"Host Report"
● intitle:"Ganglia:: "
● "Ganglia Web Frontend version 2.0.0"
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● Google dorks – Ganglia – Romania
● intitle:"Cluster Report"
● intitle:"Grid Report"
● intitle:"Node View"
● intitle:"Host Report"
● intitle:"Ganglia:: "
● "Ganglia Web Frontend version 2.0.0"



Reconaissance
Passive

● Google dorks – Ganglia – Romania
● intitle:"Cluster Report" site:.ro
● intitle:"Grid Report" site:.ro
● intitle:"Node View" site:.ro
● intitle:"Host Report" site:.ro
● intitle:"Ganglia:: " site:.ro
● "Ganglia Web Frontend version 2.0.0"



Reconaissance
Passive

● Google dorks – Ganglia – Romania



Reconaissance
Passive

● Google dorks – Cacti
● inurl:"/cacti/graph_view.php"
● intitle:"cacti" inurl:"graph_view.php"



Reconaissance
Passive

● Google dorks – Cacti



Reconaissance
Passive and Recursive

● Google dorks – Cacti → Ganglia
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● Google dorks – Cacti → Ganglia
● www.aglt2.org 
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● Google dorks – Cacti → Ganglia
● www.aglt2.org 

http://www.aglt2.org/


Reconaissance
Passive and Recursive

● Google dorks – Cacti → Ganglia
● From Cacti reached also to Ganglia!



Reconaissance
Passive

● Shodan



Reconaissance
Passive

● Shodan – Ganglia – Romania 

https://www.shodan.io/search?query=port:%228649%22+country:%22RO%22


Reconaissance
Passive

● Hands-on
● exercise_recon_dorks.txt
● How to create a ”search dork”
● intext:"Ganglia Web Backend (gmetad) version 3.6.0"

– About 507,000 results (0.58 seconds) ~ Nodes

● Hands-on
● exercise_recon_apis.txt
● Automate, using search APIs to collect data
● Parse data
● NOTE: at the end, if time permits



Reconaissance
Results

● Exposed web interfaces
● 364 Ganglia

– ~43K nodes (web info leak)
– ~1370 clusters
– ~490 grids

● 5K Cacti (~80% password protected)
● 2K Observium (~80% password protected)

● Exposed daemons
● ~40K publicly exposed Ganglia gmond nodes (XML 

Info Leak)



Reconaissance
Results



Reconaissance
Results

● 43K nodes on 364 Ganglia Web Interfaces
● 120 main kernel versions

● 411 kernel sub-versions

● Kernel version 2.6.32
● Runs on 38% of the 43K hosts
● Summarizes 1600 vulnerabilities

● ”Secured” kernels
● grsecurity on 9 hosts (only!)
● hardened-sources on 6 hosts (only!)



Reconaissance
Results

● amzn kernels on 45 hosts (~0.1%)



Compromise + Foothold
Static and Dynamic Analysis

● Static analysis
● ”Static analysis is the process of testing an 

application by examining its source code, byte code 
or application binaries for conditions leading to a 
security vulnerability, without actually running it.”

● Tools
● We use RIPS for Ganglia Web Frontend (PHP)
● More tools

https://en.wikipedia.org/wiki/List_of_tools_for_static_code_analysis


Compromise + Foothold
Static and Dynamic Analysis

● Dynamic analysis
● ”Dynamic analysis is the process of testing the 

application by running it.”

● Tools
● We use Arachni Scanner for Ganglia Web Frontend



Compromise + Foothold
Static and Dynamic Analysis

● Analysis data
● 25 Ganglia versions (static + dynamic)

– 4 JobMonarch plugin versions (static only)
● 35 Cacti versions (static only)
● 1 Observium version (static only)



Compromise + Foothold
Static and Dynamic Analysis



Compromise + Foothold
Static and Dynamic Analysis



Compromise + Foothold
Static and Dynamic Analysis

● Hands-on
● Perform static analysis
● exercise_static_analysis.txt

● Hands-on
● Perform dynamic analysis
● exercise_dynamic_analysis.txt

● Compare the two types of analysis



Compromise + Foothold
Static and Dynamic Analysis

● Ganglia 364
● 193 hosts (i.e., 53%) run Ganglia Web ver < 3.5.1



Compromise + Foothold
Static and Dynamic Analysis

● Ganglia 364
● 193 hosts (i.e., 53%) run Ganglia Web ver < 3.5.1



Compromise + Foothold
Vulnerability Analysis

● CVE-2012-3448



Compromise + Foothold
VulnAnalysis + ExploitDev

● Hands-on
● exercise_vuln_analysis.txt



Compromise + Foothold
VulnAnalysis + ExploitDev

● ExploitDB 38030 CVE-2012-3448

https://www.exploit-db.com/exploits/38030/


Countermeasures

● Password protect
● Hands-on

– exercise_basic_auth.txt

● HTTPS
● Hands-on Exercise

– exercise_https.txt

● HTTPS Caveats
● From 364 Ganglia Web Frontends
● Only 42 (i.e., 11.5%) run HTTPS

– Only 16 (i.e., 39%) run ”trusted” HTTPS



Reference

● A. Costin, “All your cluster-grids are belong to us: Monitoring the 
(in)security of infrastructure monitoring systems”, Proceedings of the 1st 
IEEE Workshop on Security and Privacy in the Cloud (SPC), Florence 
Italy, September 2015.
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The End

Thank You!
Questions?

{name}@firmware.re

@costinandrei

mailto:%7Bname%7D@firmware.re
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